VMGURU

AnekcaHap CamonneHko
NMpoekTupoBaHue NHPPaACTPYKTYpbl BUpTYyanusaumm VMware vSphere 4

MHorue u3 Bac yxe, J0JKHO ObITh, HAUMHAIOT AyMaTh O Havaje MPOeKTa 110 BUPTyaIU3alii CEPBEPOB
Ha 6a3e mnatdopmbl VMware vSphere, koTopas craia BOJIHE JOCTYHOM Aiisi cektopa SMB (u3nanus
VMware vSphere Essentials). Kpome Toro, nakerst VMware vSphere Acceleration Kits co ckuakamu st
MPUOOPETAIOIIUX BIIEPBbIC - HUKTO HEe oTMeHs (ckunku 20-30% npu nokynke juiieH3uil Ha 3-4 cepeepa).
Ho ceronns He 0 1eHax, a 0 TOM, Kak IPaBUIBHO CINIAHUPOBATH BUPTYyalIbHYIO HH(ppacTpykTypy VMware
vSphere ¢ yueToMm MosSBUBIINXCSI HOBBIX TEXHOJIOTHI U BO3MOKHOCTe VMware.

Wtak, ecniv Ha4yaTh MIIAHUPOBATH I10 3TAllaM, BOT TaK BBITJISAST COCTABISAONINE HHPPACTPYKTYPHI IpU
POeKTUpOBaHKH perieHus VMware vSphere 4:

060cHOBaHUe 3KOHOMUYecKOoro 3¢pdekra nepe pykoBoacTBoM (TI0 nim
TCO+ROI)
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1. Z[J'IH MNEPBOHAYAJIBHBIX paC4€TOB MOKHO HUCIIOJIB30BATH CICAYIONIUC KAJIBKYJIATOPBI VMware:

http://lwww.vmware.com/technology/whyvmware/calculator/index.php - o6ocHoBaHue pelIeHHS B
paKypcc CpaBHCHUSA C OecIIaTHBIM Hyper-V 1 CTOUMOCTH HpHJIO)I(eHI/Iﬁ KaK CUCTCM B BUPTYaAJIbHBIX
MamuHax. Kanekynsarop naet rpyOyro OlEeHKY.

http://lwww.vmware.com/go/calculator - 6osiee TOUHBIH KaabKYIATOP, KOTOPBIi JETaTBLHO PACITHCHIBACT
CTaTh¥ 3aTpaT (Harmpumep, MpuoOPETECHNE CUCTEMBI XPAHEHHST) U COBOKYITHYIO CTOMMOCTD BIIaJICHHUS
BUpTyaJIbHOU U (pusmdeckoit uappactpykrypoit (TCO).

2. I[anee PaCUCThl MOXKXHO YTOUHATH B COOCTBEHHBIX KaJIbKYJIATOpax Excel. M0O>HO HCIIOJIB30BATh
PYCCKOA3BIYHBIC UCTOYHUKU:

http://www.vmgu.ru


http://www.vmware.com/support/vsphere4/doc/vsp_40_new_feat.html
http://www.vmware.com/technology/whyvmware/calculator/index.php
http://www.vmware.com/go/calculator
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Crates ObIBIIETO UpekTopa VMware Russia Muxawnna KosnoBa mpo SKOHOMHIO ¢ BUPTyanu3anuei
(MHOTO MapKeTHHTA).

Kanbkynsarop TCO ot komanuu VMC (1pocToii) - OHJIakH.

Kanekynstop TCO or Muxaunina Muxeesa (paciupenHsiii) - Excel.

http://www.vmgu.ru


http://mkozloff.spaces.live.com/Blog/cns!D1ED809F4FFA9136!3394.entry
http://www.vmc-company.ru/solutions/virtualization-calc/calc.php
http://wiki.vm4.ru/files/VI3-VDI-TCO-ReductionCalculatorv0.9.xls
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Caii3uHr MO annapaTHOMy o6ecriedeHHI0 (">Kesie3y") U BbIGOP CEpBEPOB
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3/1€Ch MOKHO MONTH HECKOJIBKUMU MYTAMU:

1. Ecnm BBI Hicnionb3yete obopynoanue HP u cepBepst ProLiant, To MOKHO BOCTIOJIB30BaThCS
yruauroit HP ProLiant server sizer for VMware ESX Server, koTopoii Terepb MOYXHO TOJb30BaTHCS
odduaiiH u KoTopast OTJIMYHO padoTaeT it HebonbIMX UHPpacTpykTyp. Ecnu ncnonssyere cepsepst IBM -
ects yruimra |IBM Consolidation Discovery and Analysis Tool, nocrynnas knmuentam IBM.

2. Bocnone3oBathsces yenyroi Virtualization Assessment ot nmaptaepoB VMware.
3. [locuuTaTh BCce caMUM, UCTIOJIB3YsI MOIITHOE CPEJCTBO BCEX BpeMeH U HapoaoB Microsoft Excel.
HpI/I CaMOCTOATCIIBHOM PACUCTC BO BHUMAHUEC HY)XKHO MPUHUMATDH CJICAYIOIINEC (1)aKTOpI)II

1. BeiOupaiite o00pyaoBaHue TOJBKO U3 0puInaIbHOTO crucka coBmectumoctu VMware HCL (B
KOTOpPOM ecTh VSphere), 4ToObI HE CTOIKHYTHCS € MPoOIeMaMy CTAOMILHOCTU U TIPOU3BOIUTEIHLHOCTH, &
TaK»Ke 0TKa3€ B TEXHUYECKOU mojaepxke VMware.

2. "V3kuM MecToM" caif3MHra mouTH BCEr/a SIBISETCS oneparuBHas naMsaTb. COOTBETCTBEHHO, HYKHO
BBIOMPATh CEPBEPHI C HAMOOIBIITMM 00BEMOM OTIEPATUBHON MAMATH, HO TIOMHHUTE YTO MHOTO - HE BCET/Ia
3HauuT ObIcTpO. C Touku 3penus CPU u Network - moutu Bceria xBaTaet 0TCaii3eHHOTO O] TAMSTh
obopynoBanusi. KoHeuHo ke, mpaBUIbHBIM 00pa30M HY)KHO TIOCYUTATh U CUCTEMY XpaHEHUs, 0COOCHHO ISt
Harpy30K 4yBCTBHTEIIbHBIX KO BBOY-BBIBOTY.

3. vSphere nuuen3zupyercs o Gpu3MYECKUM MPOLECCOPaM - MO3TOMY OepUTe MPOLECCOPHI C OOIBIIUM
YUCJIOM siziep (OHAKO YUTUTE, YTO 6 siep Mpeaes sl HEKOTOphIX n3manuii VMware vSphere).

http://www.vmgu.ru


http://g3w1656g-vip.houston.hp.com/sb/installs/VMWare_Sizer.zip
http://www.demos.ibm.com/servers/Demo/IBM_Demo_IBM_Consolidation_Discovery_and_Analysis_Tool-Aug06.html
http://www.vmc-company.ru/vmware/assessment/
http://www.vmware.com/go/hcl
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4. I1pu pa3BepThIBAHUH BHPTYaTbHBIX cepBepoB VMware Ha UMeromeMcsi 000py/I0BaHUH, YIUTHIBANTE
coBmectuMocTh XocToB 1o EVC (Enhanced VMotion Compatibility). [Tonpobree MOXHO mpoYuTaTh B
KB1003212.

5. Eciu BBI mmanupyete ucnonb3oBath VMware Fault Tolerance - momHuTE 00 OrpaHUUYEHUSIX TaHHOU
texHosorun y VMware vSphere. Jliist mpoBepKu CyliecTBYOIIEH HHOPACTPYKTYPBI HA COBMECTUMOCTD T10
Fault Tolerance ectb yruiura or VMware - SiteSurvey.

6. [TomHuUTE, YTO TaKKe TexHOJOrHU Kak Memory sharing u overcommittment cunxaroT TpeOOBaHHS K
00BeMy HeoOXouMOM namMsaTu B cpeaHeM Ha 30% 1st O0JIbIIUHCTBA HHPPACTPYKTYP.

7. Ilpu BeIOOpE Oueiia-Turathopmbl OyIbTEe BHUMATEIBHBI - HE CTOJIKHUTECH C ITPOOIeMaMu
orpanudenus /O Ha KOp3uHY.

8. I10-BO3MOKHOCTH CTaHIAPTU3UPYHUTE 3aKYIIKY CEPBEPOB M CUCTEM XPAHCHHUS ISl BUPTYAIIbHOM
HHQPACTPYKTYpBL. ITO MOMOKET H30exaTh mpodsieM coBmectTuMoctu 1o VMotion / DRS / Fault Tolerance u
CHHM3HTD 3aTPaThl HA IMUHUCTPUPOBAHUE.

9. IlomuuTte, uTO ceiuac KiroueBast Touka npuHATUsA petenus - ESX wnu ESXi. 4-1 Bepcust VMware
vSphere - mocnenHsist, TAe €CTh "TOJCTHIA" THIIEPBU30P C CEPBUCHOI KoHCObI0 - ESX. OpHako ceityac, Bce-
TaKH, Moka cTouT BeIOpath ESX.

http://www.vmgu.ru


http://kb.vmware.com/selfservice/viewContent.do?externalId=1003212
http://www.vsphere.ru/2009/04/vmware-fault-tolerance-vsphere-limitations/
http://www.vsphere.ru/2009/04/vmware-fault-tolerance-vsphere-limitations/
http://www.vsphere.ru/2009/04/vmware-fault-tolerance-vsphere-limitations/
http://www.vsphere.ru/2009/05/vmware-sitesurvey/
http://www.vm-guru.com/articles/vmware-transparent-page-sharing
http://blog.vadmin.ru/2008/11/esx-memory-features-esx.html
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Bb160p cucTeMbl XpaHEeHUA U IocTpoeHue SAN

3nech BapuanToB orpoMuoe konmyectso. Fibre Channel, iISCSI, NAS / NFS u Local Storage - Bce
nojaepxxuBaetcs uis VMware vSphere. Tem He MeHee, y Kax/10r0 MPOU3BOAUTEINS €CTh CBOU
pexomenaauuu. Hanpumep, BoT HekoTopsle pekomenpauu: EMC, HP, NetApp.

Hanee paxTopsl, KOTOpbIE HEOOXOIUMO YUUTHIBATH:
1. ITomuwure, uro Toabko Fibre Channel SAN nmomnepxkusaet kinactepsl Microsoft (MSCS).

2. ITomuute, uto B VMware vSphere nosiBuiiach BO3MOXHOCTB T hin Provisioning myist BUPTyalbHBIX
JIMCKOB, YTO MO3BOJISIET COKPATUTh HEOOX0IUMBbIE IUCKOBBIE eMKOCTH Ha 20-50% 11 60IbIIMHCTBA
UHOPACTPYKTYp. 3a cueT yero? PaHblile CUCTEMHBIE aIMUHUCTPATOPHI BBLACISUIN BUPTYaIbHBIM MallIMHAM
JTMCKOBOE MTPOCTPAHCTBO, YUUTHIBAS UTO B OyayIeM 3aada OyaeT 6osbiie ero noTpedssats. OaHako,
3a4acTylo, 3TO MPOCTPAHCTBO TAaK U HE HAUMHAET UCIIOJIb30BaThCsI, BCIEICTBHE YETO TEPSIOTCS
JOPOTOCTOSIIINE EMKOCTH. Terneps ke BUPTyaTbHbIE MAIIMHBI MOTYT TIOTPEOIISATH AUCKOBOE IPOCTPAHCTBO T10
Mepe HaIlOJIHEHUSI CBOMX BUPTYAJIbHBIX "TOHKHX'" TUCKOB.

3. [IpaBunbHO BrIOUpaiite pasmepsl LUN nox Toma VMES u 65oku. Ilomuute, uto y VMware vSphere
MOSIBUJIACH BOZMOKHOCTh IMHaMu4eckoro pacimupenus Toma VMFES. Cmotpum nokymenT ESX
Configuration Guide na crpanuie 104.

4. TlomHMTE, YTO JIJI1 HEKOTOPHIX MACCHBOB MOSIBUIIMCH BO3MOYKHOCTH OaJIaHCUPOBKH IO TTyTSIM B SAN,
peanu3yeMsble uepe3 Moayiu npousBoauteneii. Hanpumep, npoxykr Powerpath/VE or EMC.

5. [Ipoextupyiite SAN o apxutekrype Dual Fabric / Core-Edge, oGecrieubTe 0TKa30yCTOMYNBOCTD
JUIA BceX KOMIOHEHTOB ceTu SAN.

http://www.vmgu.ru


http://www.vm-guru.com/articles/vmware-esx-storages
http://www.vm-guru.com/news/vmware-emc-books
http://h71019.www7.hp.com/ActiveAnswers/downloads/VMware3_StorageWorks_BestPractice.pdf
http://media.netapp.com/documents/tr-3428.pdf
http://www.vm-guru.com/articles/vmware-esx-clusters
http://www.vm-guru.com/articles/vmware-view-storage-savings
http://www.vm-guru.com/articles/vmware-vmfs-sizing
http://www.vm-guru.com/news/vmfs-block-size
http://www.vm-guru.com/pdf/vsphere4/r40/vsp_40_esx_server_config.pdf
http://www.vm-guru.com/pdf/vsphere4/r40/vsp_40_esx_server_config.pdf
http://www.vm-guru.com/pdf/vsphere4/r40/vsp_40_esx_server_config.pdf
http://www.vsphere.ru/2009/05/vmware-vsphere-psa-storage/
http://russia.emc.com/collateral/hardware/data-sheet/l751-powerpath-ds.pdf
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6. Ilomuute, uro VMware paboTaer ObICcTpee ¢ MacCUBaMHU, €CJI MCIIOJIb30BaTh PACIINPEHHBIE
Hactpoiku st HBA-agantepoB XoCTOB.

7. Eciu BbI manupyete 3arpy3ky ESX u3 SAN - nomuute, uro u ISCSI-xpanunmiia moaiepKuBarTcs

VMware juist fJaHHOTO THUIIA Pa3BEPTHIBAHMUSL.

8. TmarenbHo u3mepsiite Disk I/O ¢usznueckux cucrem, KOTOpbie ceiyac paboTaroT ¢ JJIOKAIbHBIMU
JICKaMHU - IOTOM HECKOJIBKO TaKUX CHCTEM OYAYyT HaXOAUTHCS Ha OOIIEH CHCTEME XPaHCHHUS.

9. [Inanupyiite pa3MeIlIeHne PeCypCcoB XpaHEHHS B BUPTYaJIbHOM cpejie B KOHLEMIUU "IpyCHOTO
xpanenus" (tiered storage). PazHocure XpaHuiuila T€CTOBBIX U MPOJTYKTUBHBIX BUPTYAIbHBIX MaIIIUH.

10. [Tnanupyiite ucnonb3zopanue Storage VIMotion - TEXHOJIOTHH, KOTOPAsi CIIENIAeT BUPTYaIbHBIC
MalIiHbI 001ee MOOMIIBHBIMH C TOUKHU 3PEHHSI X PaHUIIALL.

http://www.vmgu.ru


http://www.vm-guru.com/articles/vmware-hba-settings
http://www.vm-guru.com/articles/vmware-hba-settings
http://www.vm-guru.com/articles/vmware-hba-settings
http://www.vmware.com/pdf/vi3_35/esx_3/r35/vi3_35_25_iscsi_san_cfg.pdf
http://www.vmware.com/pdf/vi3_35/esx_3/r35/vi3_35_25_iscsi_san_cfg.pdf
http://www.vm-guru.com/news/vmware-svmotion-vsphere
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CeteBoe B3aumogeiicTtBue XoctoB ESX 1 BupTya/ibHbIX MaliuH B VMware vSphere

Virtual
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adapters
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Y VMware vSphere nosiBUJI0Ch HECKOJIBKO HOBOBBEJICHU, KOTOPBIE YITPOIIAIOT 3 IMUHUCTPUPOBAHKE
xoctoB VMware ESX / ESXi, yTo He00X0JUMO yUUTHIBATh NPH MJIAHUPOBAHUU BUPTYaJIbHON
UHOPACTPYKTYpbl. UeMy UMEHHO Ha/l0 yeIITh BHUMaHUE:

1. Ha xoctax ESX / ESXi uncno cereBbIX aJanTepoB AOJKHO ObITh MAKCUMAJIBLHO OOJIBIINM:
MoHa100UTCs opranu3anus cetu ynpasieHus (Service Console), VMotion, Fault Tolerance (Heckonabko
anantepos) U Failover / Load Balancing-ananteps! a1 BUpTyanbHbIX MaluH. PekomeHnyeTcst He MeHee 4-X
CETEBBIX aJlanTepoB s Kaxaoro xocra ESX.

2. [Inanupyiite ucnons3oBanne VLAN (BeiOepute peskum Teruposanus). [lomaure, uto vSphere
noanepxuBaet Private VLAN (PVLAN) nnst vNetwork Distributed Switch. Jleranu MoxHO y3HATH B
noxkymente ESX Configuration Guide na crpanwuie 32.

3. Ilomuute, uto ¢ nosiBaenueM Distributed Switch B VMware vSphere crano npoiie ynpaBiirh
CETEeBBIMH KOH(PUTYpAIMsIMUA XOCTOB. [ ITaHupylTe BHEPEHUE STHX KOMMYTAaTOPOB B 00513aTE€ITHHOM
MOpSAKE JUIS COKpAIEHUS 3aTpaT Ha aIMUHUCTPUPOBAHUE.

4. Ilnanupyiite ucnosb30BaHue ceTeBoro skpana VMware vShield Zones - ¢ aum nporie
LEHTPAIM30BAaHHO YIPABJIATh KOH(PUTypalMsIMUA CETEBBIX IKpaHOB Ha Xxoctax VMware ESX.

5. Eciiu BaM Hy’KHA JOTOJHHUTENIbHAST ()YHKIIHOHATIBHOCTD OT BUPTYaJIbHBIX KOMMYTATOPOB -
3agymaiitecs 00 ucrons3oBaruu Cisco Nexus 1000V Virtual Switch. 3necs Tabnuia otmunii ot dvSwitch.

http://www.vmgu.ru


http://www.vm-guru.com/articles/vmware-esx-vlan
http://www.vm-guru.com/pdf/vsphere4/r40/vsp_40_esx_server_config.pdf
http://blog.vadmin.ru/2009/05/vshield_29.html
http://www.vsphere.ru/2009/05/vmware-vsphere-vnetwork-distributed-switch-compare-cisco-nexus-1000v/
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6. [ToMHuUTE, YTO TEMEPh MOKHO OTPAHUYUBATH MOJIOCY MPOMYCKAHUS M BXOJSIIETO U UCXOJISAIIETO
Tpaduka Ha XocThl ESX K BUPTyalIbHBIM MallTiHAM.

7. ObecnieubTe OTKa30yCTOMYMBOCTh HA YPOBHE (DU3MUECKUX KOMIIOHEHTOB CETH.

http://www.vmgu.ru


http://www.vsphere.ru/2009/04/vnetwork-vmware-vsphere-news/
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BeleieHue pecypcos - nyJibl pecypcoB, VMware DRS

A o - |

Resource Pool

®
Phyrsical Servers
3I[€CI> Majo 4TO U3MCHUJIOCH, ITIOOTOMY PCKOMCHAALIUMHU ITPH TNIAHUPOBAHUUN CJICAYIOIIHEC:

1. MosiBuncs pexxum sxkoHomun nutanus VMware Distributed Power Management. To ucnsitanusimM
OH TO3BOJISIET SKOHOMUTH 710 40% HIIEKTpOIHEPrHH, 3aTpaunBaeMoi Ha nmutanue xoctoB ESX / ESXi. Oto
MOJIHOCTBIO TOJIIEPKUBaeMasi MPOMBIIIICHHAs TeXHOoorust y VMware vSphere, 4To MOXeET IIOMOYb BaM Ha
Ha4yaJbHOM 3Tare ¢ SKOHOMUUECKUM 00O0CHOBAHUEM.

2. Ilnanupyiite Oyayime myisl pecypcoB. OrpaHuyuBanTe MOTpeOIeHNE PECYPCOB TECTOBBIMU
cucteMaMu U mynamu cBepxy (Limit), a pe3epBupoBaHue pecypcoB MIPOU3BOACTBEHHBIMU CHCTEMaMU CHU3Y
(Reservation). ['apanTupyiite pecypchl Ha CiIydail OTKa30B XOCTOB.

3. COSHaﬁTC OTJICIbHBIMI KIJIACTCp AJIs TECTOBBIX CUCTCM.

4. Ecnu agMUHUCTPATOp YIPABIIAET CBA3KOM CEPBEPOB, KOTOPBIE 3aBUCAT APYT OT ApYyra, UMEET CMbICI
HCIIOJIb30BaTh KOHTEHHEPHI VAPPS AJIs TPYII BUPTYaIbHBIX MalllKH.

5. OxcnepuMeHTHpYiiTe ¢ noporom murpauuu VMware DRS - HaunuTe ¢ "KoHcepBaTUBHOIO" 1
MPOJABUTAUTECH A0 "arpecCUBHOrO".

6. [IpounTaiite pekoMeHaalu, MpuBeaeHHbIe B VSphere Resource Management Guide.

http://www.vmgu.ru


http://vmware.se/pdf/vsphere4/r40/vsp_40_resource_mgmt.pdf
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3amuTa gaHHbIX B VMware vSphere

\ o — [ | HacTpouku NPOMU3BOAATCA C NOMOWLIO MacTepa. YuuTeiBaeT

\ /' WHTepdenc ynpasneHua - nnarvd Kk VMware vCenter.
¥CeuterServerl| | Data Recove J MexaHuamel VMware HA / DRS / VMotion.
| q L

BuptyanesHein moaynse (Virtual Appliance) ans 63kana u
BOCCTaHOBNEHUA, NOCTaBNAEMEIN B BMAE rOTOBOW BUPTYanbHOM
MawwuHb B hopmarte OVF.

VMware vSphere
UHTerpayua ¢ VMware vSphere, no3sonawwlan ucnons3osartb
. + || pyHKymoHan VSS, a Takke genartb MHKpemMeHTanbHbe
Servers Bakany.

B e B

¢ __| Aeaynnukayva AaHHBIX ¥ BOSMOXHOCTb XPAHEHUA KONUK Ha
| Storage xpaHunuwax CIFS, NFS, iSCSI u Fibre Channel.

C ToukM 3peHus 3alUThl TaHHBIX MOSIBUJIOCH MHOT'O HOBBIX BO3MOXHOcTel B VMware vSphere u
Tenepb MOXHO IJIAHUPOBATh BUPTYATIbHYIO HHPPACTPYKTYPY C BBICOKUM YPOBHEM 0OecreueHust
HAJEKHOCTH JAHHBIX U BHICOKOW TOCTYITHOCTBIO.

1. [TosiBuncst VMware vCenter Data Recovery - 3To 1o3BouT co3aBaTh pe3epBHbIE KOITUU
BUPTYaJbHBIX MAIIMH U BOCCTAHABIUBATH UX. DTOT PYHKIUOHAJ MOJepKuBaeTcs 1 B VMware vSphere
Essentials Plus - mpuemiemom 1o rienam u3aanue vSphere. O0s3aTebHO OMPOOYHTE 3TO CPEACTBO.

2. Tenepb 3amacel 0TKa30yCTOMYMBOCTH PACUUTHIBAIOTCS U HACTpauBaroTCs Oosee THOKo, 4To
oOseryaer riianupoBaHue. i1 HauMeHee CTaOMIIbHBIX CUCTEM T0JIE3HO OYIET BKIIOYUTH PEXKHUM 3alIUThI OT
"3aBucanuii" - VM Monitoring.

3. OnHa U3 cTpareruii 3amuThl OT COOEB CEPBEPOB - TOMEIIEHUE B BUPTYaJIbHOW HHPPACTPYKTYpE
"ropsiuero” xoct-cepBepa ESX. B ciydae oTkaza 01HOTO U3 IPOAYKTUBHBIX XOCT-CEPBEPOB - €TI0
BUPTYaJbHbIE MAIIMHBI IEPE3AITYCTATCA HA 3TOM CEPBEpE.

4. TlomuwuTe, uyTo OTKa30ycToMunBOCTh Ha ypoBHe [1O/] cpenctBamu VMware Site Recovery Manager
He nojaepxkuBaetcs s VMware vSphere. VMware SRM Oynet noctyreH Bo BTopoMm kBapraie 2009 r.
Tem He MeHee, ceifdac ecTh BOZMOXKHOCTH "mayHrpeiaa" Ha VMware Virtual Infrastructure 3.5.

5. o craTuctuke HempepbIBHOM nocTynHOCTH TpeOyroT 10-15% cucreM B uHppacTpyKTypax.
3amnanupyiite TecToByro 30Hy ¢ VMware Fault Tolerance. [TomauTE 00 OrpaHnyeHmsIX.
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http://www.vm-guru.com/news/vsphere-vm-monitoring
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1. [Tnaaupyiite o0beauHeHUE X0cTOB VMWware vCenter uepe3 Linked Mode aiist mpo3paynoro
KOHTPOJISL HaJl HTHPpacTpykTypoi. OTkaxkurech ot "MeHexepa meHekepos" Microsoft SC VMM.

2. Ha3nauaiiTe HOBBIE POJIM OPTraHU3ALMOHHOM CTPYKTYPHI - AAMUHUCTPATOPBI CETEBOTO OKPY>KEHUS
cepeepoB ESX (Network Consumer) 1 aIMUHUCTPATOPbI XpaHWIUI BUPTYyaabHbIX MaminH (Datastore
Consumer).

3. Ins VMware Update Manager npounraiite Best Practices u ucrons3yiite kanbKkysstop ot VMware
JUTSl pacyeTa ero 0a3bl TaHHbBIX.

4. Tlomuurte, uto y VMware vCenter 4 TpeboBaHus BbIllie, 4eM y npouwuioii Bepcuu - VirtualCenter 2.5.

5. IIpu He0OXOIMMOCTH HEMPEPHIBHON JOCTYNHOCTH cepBepoB VMware vCenter (Hapumep, JUist
SRM) mo>kHO ucnonb3oBaTh npoaykT vCenter Heartbeat.

6. Jl51s ru1aHMpPOBaHMSI MUTPALUK (PU3MUYECKUX CHCTEM B BUPTYAJIbHYIO Cpelly Ucronb3yiite VMware
vCenter Converter. O6s3arenbHo npocmorpute gokyment VMware vCenter Converter Admin Guide.

7. Ilomuure, uto ceituac camoe Bpems caenatb VMware vCenter BUPTyaJibHbIM, €CIU Cceii4ac OH
¢bu3nyeckuit. 3To MOBBICUT OTKA30yCTOWYMBOCTD U BHICBOOOJIUT CEPBED.
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http://www.vmware.com/pdf/Perf_UpdateManager40_Best-Practices.pdf
http://www.vmware.com/support/vsphere4/doc/vsp_vum_40_sizing_estimator.xls
http://www.vsphere.ru/2009/05/vmware-vcenter-vsphere-upgrade/
http://www.vm-guru.com/news/vmware-vcenter-server-heartbeat-release
http://www.vmware.com/pdf/vsp_vcc_41_admin_guide.pdf
http://www.vm-guru.com/articles/vmware-virtualcenter-virtual
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Hano nonumats, uto VMware vSphere ynpasisieTcst He TOJIBKO 4epe3 ">KeCTKO MPOIIUTHII"
¢ynkunonan VMware vCenter. EcTh Tak)ke HECKOJIBKO ITyTEH 110 aBTOMAaTHU3aLUN PYTUHHBIX OTleparuii
anMuHUCTpaTopoB VMware vSphere u Haio 00s13aTeIbHO PAaCCMOTPETh BO3MOKHOCTD UX UCTIOIB30BAHUS:

1. UnTepdeiic Microsoft PowerShell nns aBromarusanum 3aga4 aAMUHHCTPATOPa TIOCPEACTBOM
CKPHUITOB.

2. VMware vSphere Management Assistant (6sisiuii mpoaykr VIMA - VI Management Assistant) -
BUPTYaJIbHBIA MOJYJIb Ui yrpaBieHust Habopom xoctoB ESX / ESXi.

3. VMware vCenter Orchestrator asyist aBroMaTH3aluy TUIIOBBIX MPOIIECCOB YIIPABICHUS BUPTYATbHON
UHPPACTPYKTYPOH.

http://www.vmgu.ru


http://www.vm-guru.com/articles/vi-toolkit-powershell-vmware-esx
http://www.vm-guru.com/news/vmware-vima
http://www.vmware.com/products/vcenter-orchestrator/
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